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Abstract

We as a society have discovered the sins of mental health in recent times and one who has experienced knows how difficult it can be.
Stress causes a lot of mental fatigue in most age groups, with even teens suffering from it showing how important it is to be addressed as
soon as possible. So, we came up with a monitoring system which looks at the basic symptoms and also recognizes them through facial
expressions. With the FER 2013 dataset, we created two broad categories stressed, happy, and neutral. This paper shows how deep
learning models and their combinations when supervised sincerely with good data can read symptoms and signs of stress easily. Based

on the results we found we propose a solid method with accurate results and a better understanding of our regular stressed life.
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1. INTRODUCTION

A person’s behaviour and its expression tell a lot about their
mood, health, social as well as economic conditions and more.
This is been observed and proven how the behaviour of a person
shows their mental status and working. We here with the help of
both facial and behavioural patterns are detecting the obvious
person to have stress [1,2,11,12]. Transfer Learning is also one
of the great factors to our model combinations when add with
pre-built models most of ANN, and CNN is completely
transformed into a better model with better feature extraction
and utilization of them. This helps our neural layers to learn
more and faster with tested and reliable extraction done by the
transfer learning models. Transfer Learning brings lots of
customization and a lot of flexibility with the reliability of the
model in it. [3,13,14,15] With Deep learning models like ANN
(Artificial Neural Network), CNN (Convolution Neural
Network), etc which are designed like a neural network which
learns the characteristic of image with better accuracy and less
time compared to Machine Learning basic models like Decision
tree, SVM, etc. With ImageNet weights, we can module and
customize our pre-trained backbone models to help us more in
our dataset for better feature extraction [10,19,20]. This paper
makes use of all the customization and concepts for the best
results and accuracy with the least time in the most efficient way
possible [9,21,22].

2. LITERATURE REVIEW

There are existing papers that suggest recognizing whether the
person is stressed or not but most are based on the various hand
gesture and basic body language in the compact environment

[1] which is not easy to monitor in a work environment or in
general while some track the continuous data of a person all time
[2] with their camera open and model running all the time which
is not viable to work with and also take a lot of time and memory
in anyone's laptop and have a lot of loopholes. So, what we need
is a one-shot recognition with either camera in real time for once
or by image once to monitor it on regular basis, this helps
because it will look into previous data and also notice changes in
real-time. This can be used in an attendance system or any other
kind of device so it can be looked into with existing devices. We
are using Transfer learning methods [3] in deep learning for
classification as seen in the reference paper while we compare
different models and their compatibility with each other like
ResNet50 Vs Resnet101 [4], ResNet50 Vs InceptionV3[5], and
InceptionV2 vs InceptionV3 [6]. We use them on the dataset we
have acquired from FER 2013 dataset [7] and modelled them to
our needs in different categories. We used ImageNet weights to
perfect our custom-build models [8] as shown in the reference
paper. Then compare the results on base of accuracy and time
and approach in various ways [9].

3. DATASET

With the FER 2013 dataset, we created three broad categories
stressed, happy and neutral. We choose facial features as well as
behaviours of the person in the dataset to separate them into
these categories. We took Sad, fearful, disgusted and other
feature data and handpicked the images with the following
features of stress. We took hand behaviour as well as a fad and
uneasy facial features to categorize them into stressed data. We
took those hand gestures and behaviour into consideration and
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features because people in general exhibit this behaviour when Image Sample of Stressed Faces

tired apd stressed. and this led to fatigue. Whi‘le facial Fig 3. (Stressed Faces)
expressions and facial features were chosen by looking into a
different dataset and observing them. For another category, we
randomly took 1000 of datasets from the existing FER 2013
dataset[7,18].

Image Sample of Neutral Faces

Fig 1. (Neutral Faces)
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4. METHODOLOGY

With the Dataset good to go, we will start data pre-processing
and will resize all the image data for consistency and better
symmetry in further feature extraction processes, and will split
data into training and testing data to train the models and test
them in a similar way for non-biased results.

Image Sample of Happy Faces We will use the approach of Transfer Learning to make a highly
customized model perfect for our dataset and usage for the best
accuracy possible with the limitation of real-time analysis in our
hands. Transfer learning will allow us to have backbone pre-
trained models like (ResNet50, ResNetl01, InceptionV2,
InceptionV3, etc.) which will give us the feature extraction of
the image which in every classification to help bring out the
important characteristics of the image and form a relation or
similarity between images of the same classification. Using the
pre-trained models for extraction helps us get the proven layers
in use without additional build and have a reliable extraction for
further process of the model.

Fig 2. (Happy Faces)

We then send those feature maps to our own custom layers of
Artificial Neural Networks (ANN), and Convolution Neural
Networks (CNN) which will learn the features and classification
on the basis of extraction by transfer learning models. The
ANN/CNN layers are here responsible only to learn from the
extracted feature map from image sets, this will help our model
to be light and more easily accessible as the distribution of work
is very helpful in real-time prediction with less memory
consumption and faster work with high accuracy.

With all the options of customization, we are also able to
customize the weights of learning and look at whether it can
make a difference in bettering the model. We have used
ImageNet weights in our custom models to make them more
accurate in some places and used to scope to grow our model in a
better way. The ImageNet weights specify that the backbone
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model was pre-trained on the ImageNet dataset which is we compare the models on the training accuracy (when the
decided on the basis of our dataset which is similar to ImageNet model is tested on the image set from the training dataset for
data than coco which is also one of the most popular datasets. classification accuracy) and testing accuracy (when the model is
With all the customization and different combination in hand, tested on a separate image set then it is trained on for

classification accuracy) to get the best outcome possible.

Fig 4. Architecture

5. RESULTS

Here we can see the results of various custom models with different layers and different feature extraction methods and how significant
itcan beinaccuracy...

Table 1. Model Accuracy

Model Testing Training
Accuracy Accuracy
ANN + ResNet50 97.87 92.16
ANN + 80.30 70.37
InceptNetV2
ANN + 97.24 98.27
InceptNetV3
CNN + ResNet50 93.00 72.00
+
ImageNet(weights)
CNN + ResNetl101 89.00 71.00
+
ImageNet(weights)
ANN + 99.77 98.74
InceptNetv3+
ImageNet
(weights)
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® ANN +InceptNetv3 (training Results) ® ANN + InceptNetv3+ ImageNet (weights) (testing

Fig 5. ANN + InceptNetv3 (training Results) Results)

Fig 8. ANN + InceptNetv3+ ImageNet (weights) (testing
Results

ANN + InceptNetv3 (testing Results)

Fig 6. ANN + InceptNetv3 (testing Results .. .
® CNN Custom model (training vs testing Results)

Fig 9. CNN Custom modell (training vs testing Results)

® ANN + InceptNetv3+ ImageNet (weights) (training
Results)

Fig 7. ANN + InceptNetv3+ ImageNet (weights) (training
Fig 10. CNN Custom model 2 (training vs testing Results)
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6. CONCLUSION

The results show us how a customization of a pre-trained model
to different layers can either increase or decrease the accuracy on

dataset, which shows us how compatibility of all layers is
important and also, to maintain the accuracy in both training and
testing dataset is crucial for our analysis of data.

Fig 11. Comparison of Results

We can see InceptNetV3 + ANN alone Is pretty good but when
paired with layers of ImageNet it gives even better results and
due to transfer learning, we can have results in the ANN custom
model (ANN+ InceptNetV3+ImageNet) quicker which shows us
that the InceptNetV3 + ANN model had scope to be better and in
comparison, to every other model we have created even CNN and
ResNet50/ResNet101. The ANN custom model is superior in
classification. Hence, we make a case for this custom model to
getthe best classification for stress recognition in this paper.
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